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The vacancy formation dynamics in doped semiconductor heterostructures with quantum dots (QDs) formed in

the AlAs anionic sublattice has been studied. A theoretical model that describes the effect of doping on the vacancy

generation dynamics is constructed. It is shown that the generation of positively charged arsenic vacancies is more

probable than the generation of neutral ones at high hole concentrations. On the other hand, at high electron

concentrations, the formation of neutral arsenic vacancies is more efficient than that positively charged ones. It

has been experimentally revealed that the vacancy-stimulated high-temperature diffusion of antimony is enhanced

(suppressed) in p-(n-)doped heterostructures with Al(Sb,As)/AlAs QDs.
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1. Introduction

The intrinsic point defects — vacancies have a strong

influence on the electronic and atomic subsystems of

semiconductor materials [1]. In structures with quantum

wells (QWs) and quantum dots (QDs), the formation of

vacancies at high temperatures leads to vacancy-stimulated

inter-diffusion of the materials [2,3] constituting the he-

terostructure. Material mixing has been widely used to

modify the parameters of structures, allowing to change the

band gap width [4,5], control the hyperfine interaction [6],
and reduce strain gradients [7]. In indirect band gap

heterostructures with QW and QD formed based on the

wide-band semiconductor AlAs [8,9], diffusion blurring

of the hetero-boundary makes it possible to controllably

change the lifetime of radiative recombination of excitons

by several orders of magnitude [10].

It is well known, that vacancies in semiconductors can be

electrically charged [11]. The result is a strong dependence

of the vacancy formation energy on the concentration

of charge carriers [12–14]. The formation of charged

vacancies has been well studied in GaAs [15–17] based

heterostructures. However, in AlAs, which is quite widely

used to create various semiconductor devices [18,19], the
formation of vacancies is much less studied.

This paper studied the dynamics of the formation of

vacancies in the anionic sublattice of bulk AlAs (VAs) being

in different charge states. It is shown that in n-doped AlAs,

mainly uncharged vacancies are formed, while in p-doped
material, the formation of positively charged vacancies

dominates. These conclusions have been experimentally

confirmed. It is found that at high temperatures diffusion-

stimulated diffusion of Al(Sb,As) QDs formed in the anionic

sublattice of AlAs takes place in p-doped and is absent in

n-doped heterostructures.

2. Results and discussion

2.1. Theoretical model and computer modelling

The main ways of vacancies formation in a crystal are

their generation on the surface (Schottky defect formation)
and in the volume (Frenkel pair formation). In the first case,

the surface condition (e. g., the type and structure of the

coating [20–22]) and the exchange of free surface atoms and

molecules with the surrounding environment [14,17,23,24]
must be taken into account when considering the vacancy

formation process. For most semiconductor materials,

Frenkel pair formation is considered a less likely source of

vacancies because of the higher energy of formation of two

defects as a close pair. However, here, we focus only on

the processes occurring in the AlAs volume. Therefore, we

will neglect the formation and recombination of vacancies

on the surface (Schottky defects) as well as the diffusion
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of such defects from and to the surface. Thus, in the

simple model under consideration, the vacancy concentra-

tion is determined by the temperature-activated formation

of Frenkel pairs (vacancy+ interstitial atom). In addition,

we used the following approximations when building the

model for simplification: (1) vacancies can be neutral or

have different charge states, while the interstitial atom is

neutral; (2) Frenkel pair recombination occurs only when

the interstitial atom is in the nearest interstice to the vacancy

(contact approximation); (3) neglect the participation of

vacancies in the formation of complex defects, such as bi-

vacancies and other point defect complexes.

In bulk crystal, the dynamics of vacancy formation can

be described by the kinetic equation [13]:

∂NV (t)
∂t

= G(t) − R(t), (1)

where NV — the vacancy concentration, and G and R — the

vacancy generation and recombination rates. The vacancy

generation rate is described by the Arrhenius function

A exp(−HA/kT ), where A — pre-exponential factor, HA —
enthalpy of Frenkel pair formation and k — Boltzmann

constant. The factor A can be written in the form [13]:

A = γcNAPNIPν exp

[

S f + Sm

k

]

, (2)

where NAP — the number of atoms capable of moving

to an interstitial state to form a vacancy, NIP — the

number of interstitial states near the atoms NAP (in a single

volume crystal, we can consider NAP = NIP = N, where

N — the density of atoms in the crystal lattice), ν —
the Debye frequency, S f and Sm — the formation and

migration entropies, and γc — a coefficient depending on

the mechanism of interaction between the vacancy and the

interstitial atom. In our recent paper [13], it is shown that

in the contact approximation γc = a3, where a — is the

lattice constant of the crystal. The enthalpy of Frenkel pair

formation can be written as the sum of HA = H f + Hm,

where H f — the formation enthalpy and Hm — the

migration enthalpy, which determines the breakdown of the

tightly bound defect pair [14,25]. As a rule, the energy

barrier for the migration of an interstitial atom is smaller

than for a vacancy [26], so we will assume that Hm describes

the interstitial atom migration.

The vacancy recombination rate can be written as [13]:

R = a3NV NIν exp

[

Sm

k

]

exp

[

−
Hm

kT

]

, (3)

where NI — the concentration of interstitial atoms.

For the formation of uncharged vacancies, V 0
As , we can

write, using expressions (2) and (3), the rates of their

generation and recombination in the following form:

G = N2G0,

G0 = a3ν exp

[

S f + Sm

kT

]

exp

[

−
H0

f + H0
m

kT

]

, (4a)

R = NV Ni R
0, R0 = a3ν exp

[

Sm

k

]

exp

[

−
Hm

kT

]

, (4b)

where H0
f and H0

m — enthalpies of formation and migration

of uncharged defects.

The solution of equation (1), taking into account expres-

sions (4a) and (4b), gives, in thermodynamic equilibrium,

the well-known expression for the equilibrium concentration

of neutral vacancies formed by the Frenkel mechanism,

which is independent of the state of the electronic subsystem

of the crystal:

N0
V = N exp

[

S f

2k

]

exp

[

−
H f

2kT

]

. (5)

Let us now consider the generation rate during the

formation of charged vacancies V j
As in doped materials.

During the formation of such vacancies, changes occur not

only in the atomic but also in the electronic subsystems of

the crystal [11,12,14,27,28]. The processes occurring in the

electronic subsystem of the crystal influence the vacancy

formation probability through changes in both the enthalpy

of pair formation HA and the pre-exponential factor A.
The vacancies formed in the anionic sublattice of com-

pounds III−V are donors and can be in charge states

0, +1, +2 and +3 [29]. When a vacancy with positive

charge j is born, due to the electroneutrality of the crystal, j
electrons are added to the system. This results in a

change in the formation enthalpy, which can be written as

H j
A = H0

A + 1E j
G . The summand

1E j
G =

j
∑

i=1

(EF − E i
V ),

where EF — the position of the Fermi level and E i
V — the

energy of the electronic state in the band gap for a vacancy

with charge i , describes the change in the energy of the

electronic subsystem of the crystal at the birth of a charged

vacancy.

The change in the energy of the electron subsystem at the

birth of a singly charged vacancy is shown schematically in

Fig. 1. It can be seen that 1E j
G depends on the doping

level. As the Fermi level moves towards the valence

band top, Evb, it increases and, conversely, decreases as

it moves towards the bottom of the conduction band,

Ecb . All energies are counted from the valence band top

Evb, so the enthalpy of the charged vacancy activation

increases (1E+1
G > 0) relative to the enthalpy of neutral

vacancy activation at EF > E+1
V and, conversely, decreases

(1E+1
G < 0) at EF < E+1

V .

It should also be noted that the factor A must be

corrected for the probability that there is j free space in

the charged vacancy formation area to accommodate the

released electrons. This probability is equal to the ratio of

the hole concentration (p) to the density of valence band

states (Nvh). Consequently, the number of the crystal lattice

cells where a positively charged vacancy with charge j can

be born is equal to N(p/Nvh)
j .
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Figure 1. Schematic representation of the energy band diagram

for a positively charged vacancy. Vertical arrows — the electron

state energy of the vacancy in the band gap (E+1
V ) and the

difference between the electron state energy of the vacancy and

the position of the Fermi level (1E+1
g ).

For an non-degenerated semiconductor, when the con-

dition EF − Evb ≤ kT is fulfilled, the hole concentration is

described by the expression p = Nvh exp[−EF/kT ] [30], and

the number of cells in which charged vacancies are born

(and close to them interstitial states) is given by the expres-

sion NAP = NIP = N(p/Nvh)
j = N exp[− jEF/kT ]. Using

this expression, we can write the generation rate for

positively charge vacancies as:

G j = N2 exp

[

−2 j
EF

kT

]

G0 exp











−

j
∑

i=1

(

EF − E i
V

)

kT











. (6)

At the same time, the recombination rate of charged

vacancies involving a neutral interstitial atom does not

depend on the electron subsystem state and is described

by the expression (4b).

Vacancies forming in different charge states can be

recharged after their birth. Therefore, the dynamics of

vacancy concentration in different charge states is described

by a system of kinetic equations taking into account their

recharging:

∂N0
V (t)
∂t

= N2G0
− N0

V (t)NI(t)R
0

+
3
∑

i=1

(

γ i

(

N+i
V (t) exp

[

−
E+i

V −EF(t)
kT

]

− N0
V (t)

)

)

, (7)

∂V +1
V (t)
∂t

= N2G0 exp

[

E+1
V − 3EF(t)

kT

]

− N+1
V (t)NI(t)R

0

+ γ1N0
V (t) − γ1N+1

V (t) exp

[

−
E+1

V − EF(t)
kT

]

,

∂N+2
V (t)
∂t

= N2G0 exp











2
∑

i=1

(

E i
V − EF(t)

)

− 4EF(t)

kT











− N+2
V (t)NI(t)R

0 + γ2N0
V (t)

− γ2N+2
V (t) exp

[

−
E+2

V − EF(t)
kT

]

,

∂N+3
V (t)
∂t

= N2G0 exp











3
∑

i=1

(

E i
V − EF(t)

)

− 6EF(t)

kT











− N+2
V (t)NI(t)R

0 + γ3N0
V (t)

− γ3N+3
V (t) exp

[

−
E+3

V − EF(t)
kT

]

,

NI(t) = N0
V (t) + N+1

V (t) + N+2
V (t) + N+3

V (t),

Nec exp

[

EF(t) − Ecb

kT

]

− Nvh exp

[

−
EF(t)
kT

]

− N+1
V (t) − N+2

V (t) − N+3
V (t) − ND + NA = 0.

The first four equations, where γ i — emission coefficient

i electrons with neutral vacancy, describe the vacancy

recharge dynamics. The fifth equation reflects the equality

of the concentrations of interstitial atoms and vacancies born

as Frenkel pairs. Finally, the electroneutrality equation,

where NA and ND — the concentrations of acceptors

and donors, describes the change in the balance of the

concentration of free charge carriers during the formation of

charged vacancies. It should be noted that we consider the

high-temperature approximation of a weakly compensated

(NA ≪ ND or ND ≪ NA) wide-band crystal when all dopant

impurities are ionized and the concentration of intrinsic

electrons and holes is much smaller than the doping

impurity concentration.

To calculate the dynamics of vacancy formation, we

used the AlAs parameters taken from [31], the enthalpy

of neutral vacancy formation in the arsenic sublattice

H0
f = 3.83 eV [32], the enthalpy of interstitial atom mi-

gration H0
m = 2.7 eV, and the energies of electronic lev-

els in the band gap of AlAs for arsenic vacancies in

different charge states: E+1
V = 0.94 · Eg , E+2

V = 0.20 · Eg

and E+3
V = 0.06 · Eg , where Eg — the band gap width of

AlAs [29], and the Debye frequency ν = 1.3 · 1013 Hz [33].
Since the values of the parameters S f and Sm are deter-

mined mainly by the configuration entropy [14], we have

taken the values of these parameters determined for a

GaAs — crystal, with a lattice configuration the same as

that of the AlAs [34,35]. The calculation results are shown

in Fig. 2, a and b.

The vacancy concentration dynamics in all charge

states presents a typical increasing curve with saturation.
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Figure 2. Vacancy concentration dynamics in different charge

states at 1100K: a — in n-doped and b — in p-doped AlAs. The

horizontal dashed line indicates the equilibrium concentration of

neutral vacancies calculated from formula (5). The energy states of

charged vacancies, the position of the Fermi level, and the energy

change of the electronic subsystem of the crystal at the birth of

vacancies in different charge states: c — in n-doped and d — in

p-doped material. (A color version of the figure is provided in the

online version of the paper).

In n-doped AlAs, as seen in Fig. 2, a, mainly uncharged

arsenic vacancies are formed, and their concentration satu-

rates, reaching an equilibrium value. The concentration of

charged vacancies is noticeably smaller and consistently de-

creases with increasing positive charge N+1
V > N+2

V > N+3
V .

In p-doped AlAs (Fig. 2, b), the formation of singly charged

vacancies becomes the most efficient process, with their

concentration being 2 order of magnitude greater than the

equilibrium concentration of neutral vacancies. The con-

centrations of vacancies in other charge states are markedly

lower, and their ratio is determined by the N+2
V > N+3

V > N0
V

sequence.

The efficiency of formation of vacancies located in

different charge states is determined, as can be seen

from expression (6), by the formation enthalpy and the

fraction of crystal lattice cell, where vacancy formation is

possible. In n-doped material, as seen in Fig. 2, c, the

N0
V > N+2

V > N+3
V relation is fulfilled because the enthalpy

of vacancy formation in the charge states V +2
As and V +3

As

is larger than that in the V 0
As state. At the same time, a

small decrease in the enthalpy of vacancy formation in the

state V +1
As (as compared to V 0

As) is compensated by the low

concentration of crystal lattice cell, where the formation of

positively charged vacancies is possible, which ensures the

dominance of neutral N0
V > N+1

V vacancies. On the other

hand, in the p-doped material, as can be seen from Fig. 2, d,

there is a significant (comparable to the band gap width of

AlAs) decrease in the formation enthalpy for vacancies in

the state of V +1
As , which leads to the dominance of such

vacancies in this material. It should also be noted that the

ratio of concentrations N+2
V > N+3

V > N0
V in p-doped AlAs

does not reflect the ratio of the probabilities of vacancy

formation in these charge states. Obviously, the formation

enthalpy is lower for V 0
As (Fig. 2, d), and the fraction of

lattice cells, where their formation is possible, is higher

than that for vacancies in the V +3
As state. The observed

concentration ratio is due to the recharging of vacancies

already after their formation.

2.2. High-temperature annealing of doped

Al(Sb,As)/AlAs-heterostructures:
diffusion of antimony into AlAs

Since the diffusion of substitutional impurities in AlAs

proceeds by the vacancy mechanism, the diffusion constant

of such impurity (D) can be written as D = DV NV /N,

where DV and NV — the diffusion constant and the

total concentration of vacancies [36]. Thus, a change in

the formation rate of charged vacancies at a change in

the concentration of charge carriers should lead, other

things being equal, to a change in the diffusion rate of

substitutional impurities in this material.

To validate the modelling results, we performed an exper-

imental study of antimony diffusion in the anionic sublattice

of heterostructures with Al(Sb,As)/AlAs quantum dots. The

heterostructures were grown by molecular-beam epitaxy

on semi-insulating GaAs orientation (001) substrates. The

structures contained a single layer of QD placed between

the AlAs layers. The density (5 · 1010 cm −2) and mean

diameter (20 nm) of the QDs were determined by electron

microscopy in [37]. The relatively low dot density prevents

the redistribution of charge carriers across the ensemble of

QD [38,39]. A GaAs cover layer was grown to protect the

top AlAs layer from oxidation. The concentration of charge

carriers in the heterostructure was changed by doping it

with a donor (silicon) or acceptor (beryllium) impurity

to the level of 5 · 1018 cm−3. The technology of growing

heterostructures is described in detail in [37,40,41]. To

prevent As sublimation from the surface of the structures

at high temperatures, the structures were coated with a

protective layer of SiO2 with a thickness of 150 nm [5].

Antimony diffusion was stimulated by high-temperature

annealing in an H2 flux for 10min in the temperature range

600−850◦C. The material mixing degree was analyzed by

the shift of the exciton recombination band position, in the

photoluminescence (PL) spectra of the structures measured

at liquid nitrogen temperature. The PL was excited by

a semiconductor laser (hν = 3.06 eV) and measured at a

unit based on an Acton Advanced SP500A spectrograph

equipped with a cooled CCD camera.
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Figure 3. Photoluminescence spectra of heterostructures with

Al(Sb,As)/AlAs quantum dots annealed at different temperatures:

a — structures doped with acceptors; b — structures doped with

donors.
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Figure 4. Blue shift of the position of the emission band

maximum in the photoluminescence spectra of n- and p-doped
heterostructures with Al(Sb,As)/AlAs quantum dots, as a function

of annealing temperature.

The normalized PL spectra of heterostructures with

Al(Sb,As)/AlAs QDs are shown in Fig. 3, a and b. The

PL bands in the spectra of the non-annealed (as grown)
structures are shown by black curves and have a maximum

of 1.767 and 1.792 eV, respectively, for p- and n-doped
structures. The width of the bands is due to the variation in

the QD size and the solid solution composition from which

the QDs are formed.

Ten-minute annealing at temperatures 550◦C and below

has no effect on the shape of the PL spectra. When the

annealing temperature is increased to 600◦C, a band shift

to the short-wavelength area of the spectrum (blue shift) is

observed in the PL spectra of p-doped heterostructures. The

blue shift increases with increasing annealing temperature as

shown in Fig. 4. At the same time, increasing the annealing

temperature up to 820◦C has no effect on the band position

in the PL spectra of n-doped heterostructures (see Fig. 3, b

and 4).
The blue shift of the bands in the PL spectra of

heterostructures after high-temperature annealing is caused

by the change in the band gap width of the Al(Sb,As)/AlAs
QD because of the increase in the AlAs proportion in the

solid solution AlSbAs [5], due to the antimony diffusion

into AlAs. Thus, the experimental results indicate that an

increase in the hole concentration promotes an increase

in the rate of generation of charged arsenic vacancies in

the anionic sublattice of AlAs and thus an increase in the

antimony diffusion constant described by the expression:

D =
DV

N

3
∑

i=0

Ni
V .

3. Conclusion

The influence of charge carriers concentration on the

formation of vacancies by the Frenkel mechanism in the

anionic sublattice of AlAs has been investigated. In n-doped
material, the concentration of these defects is determined

by the formation of neutral vacancies, the probability of

formation of which does not depend on the concentration

of charge carriers. In the transition to p-doped material,

the probability of formation of positively charged vacancies

increases and, starting from some doping level, the total

concentration of vacancies starts to exceed the equilibrium

concentration of neutral vacancies. An increase in the

vacancy concentration leads to an increase in the diffu-

sion rate of substitutional impurities. The increase in

the vacancy-stimulated diffusion constant of antimony at

high temperatures with increasing hole concentration has

been experimentally demonstrated in heterostructures with

Al(Sb,As)/AlAs quantum dots.
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